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Abstract

Many conference series have adopted the same A new digital low-level RF system (LLRF) was designed and deployed on the drift-tube-linac section of the Los Alamos Neutron Science Center (LANSCE) proton accelerator. This new system is part of a modernization of the existing analog cavity-field controls that were originally developed and put into service forty-five years ago. For stabilization of the cavity field amplitude and phase during beam loading, a proportional-integral feedback controller, a static beam feedforward controller, and an iterative learning controller working in parallel have been implemented. In this paper, the controller architecture is described, and the performances of the three controllers when beam is being actively accelerated is presented.

INTRODUCTION

The modernization of the LANSCE 201 MHZ RF systems including the LLRF control systems, RF amplifier systems was performed[1]. Analog low level RF control and electronics have been replaced with FPGA based control systems. The new design of the LLRF system consists of an FPGA with an embedded softcore processor and network support. In addition, the FPGA-based design gives the ability for algorithm and processor modification and upgrade. For the regulation of the cavity field, PI feedback controller is implemented as a default controller. In order to improve the performance for beam loading, a static feedforward controller and an iterative learning controller are implemented. Figure 1 shows the overall control system block diagram. In this note, the features of the controllers are addressed and the performance of controllers for the LANSCE production beam operation is presented.

CAVITY MODEL

When beam is not loaded, the transfer function of the open loop system is expressed as

\[
G(s) = \begin{bmatrix} \frac{B}{s+1}e^{-T_d s} & 0 \\ 0 & \frac{g_{00}}{s+1}e^{-T_d s} \end{bmatrix}
\]

(1)

where \(T_d\) is the loop delay, \(g_{10}\) and \(g_{00}\) are I channel and Q channel steady state gains[2,3]. The time constant, \(\tau\), can be estimated based on the open loop system step response[2]. The LLRF system generates a pulse and it is exerted after the cavity field reaches its steady state. The pulse perturbs the cavity field and the cavity field perturbation is used to obtain the time constant of the cavity.

FEEDBACK CONTROL

The transfer function \(C_D(z)\) of the implemented discrete time PI controller is expressed as

\[
C_D(z) = \frac{K_p}{zT_s + 1} + \frac{K_i}{zT_s + 1} - 1
\]

(2)

Here, the proportional gain \(K_p\) and integral gain \(K_i\) are 16 bit unsigned integers. The corresponding transfer function \(C(s)\) of the continuous time PI controller can be obtained by \(s = \frac{z-1}{T_s}\) where \(T_s\) is the sampling time. The performance of the PI control system is shown Figure 3. Note that with higher PI gains, better performance is obtained. However, since there is a loop delay of 3\(\mu\)sec, gains are chosen not to degrades robustness stability. Figure 4 shows the relation between the PI controller gains and the loop delay. For fixed proportional gains of I and Q channels, as the integral gains are increased, the peak magnitude of the

Figure 1: Overall Control Block Diagram.

Figure 2: Cavity Bandwidth Estimation.
sensitivity function, \( S(s) = (1 + G(s)C(s))^{-1} \) of the closed loop system[4], is pushed toward the higher frequency region and the excitation amount of the modes of the loop delay is increased, resulting in oscillation of the time response of the closed loop system.

Further, when the static feedforward controller output, and the feedback controller output.

Figure 3: PI feedback controller performance.

Figure 4: Sensitivity Function dependency on integral Gain. The loop delay is 3usec.

**BEAM FEEDFORWARD CONTROL**

Two types of beam loading compensation feedforward controllers are implemented. The first feedforward controller is the static beam feedforward controller, where the detected beam current is read-back to the LLRF system and a proper amplification and rotation of the detected beam current generates the feedforward I and Q control signals. Since the plant of our application is two-input two-output (TITO) system, two static feedforward controllers are necessary for both I channel and Q channel.

\[
C_{ff}(s) = \begin{bmatrix} K_{ff}^{I} B_{ff} s + 1 & 0 \\ 0 & K_{ff}^{Q} B_{ff} s + 1 \end{bmatrix} e^{-L_{ff}s}
\]  

(3)

Ideal static beam feedforward controller parameters are

\[
K_{ff}^{I} = \frac{g_{d}^{I}}{g_{0}^{I}}, \quad K_{ff}^{Q} = \frac{g_{d}^{Q}}{g_{0}^{Q}}, \quad B_{ff} = \tau, \quad T_{ff} = \tau_{\text{dist}} \text{ and } L_{ff} = T_{\text{dist}} - T_{\tau} \]

Here, \(g_{d}^{I}, g_{d}^{Q}, \tau_{\text{dist}}\) and \(T_{\text{dist}}\) are I channel and Q channel steady state gains, the time constant and loop delay of the disturbance dynamics, respectively. It is known that when \(T_{\text{dist}} > T_{\tau}\), the perfect control is achieved[5]. When \(T_{\text{dist}} < T_{\tau}\) which is our case, the feedforward controller is time-advanced and other special approach such as generalized predictive control(GPC) which needs heavy computational capability[5,6] or a classical approach that takes away the time delay part in Eq. (3).

**ITERATIVE LEARNING CONTROL**

The iterative learning controller(ILC) of the form Eq. (4) is implemented[7,8].

\[
u_{k}^{ILC} = \alpha Q(u_{k} + L_{k}) \quad \text{Eq. (4)}
\]

where \(u_{k}\) is the input to the plant and it is the sum of the iterative learning controller output, feedforward controller output, and the feedback controller output.

\[
u_{k} = u_{k}^{ILC} + CE_{k} + u_{k}^{FF} \quad \text{Eq. (5)}
\]

In Figure 1, the output of the system is given by

\[
y_{k} = G(u_{k} + d) \quad \text{Eq. (6)}
\]

By applying Laplace transform to Eq.(6), we obtain the frequency response of the closed loop system for the repetitive disturbance, \(D = D_{k} = D_{k+1}\).

\[
y_{k} = G(U_{k} + D) = G(U_{k}^{ILC} + CE_{k} + u_{k}^{FF} + D) = T_{R}R + T_{U}U_{k}^{ILC} + T_{D}D \quad \text{Eq. (7)}
\]

where

\[
T_{R} = \frac{GC}{1+GC}, \quad T_{U} = \frac{G}{1+GC}, \quad T_{D} = \frac{G}{1+GC}
\]

By applying Laplace transform to Eq. (4) and Eq. (5), we obtain the frequency response of the system input

\[
U_{k+1}^{ILC} = \frac{\alpha Q(U_{k} + L_{k}) + CE_{k+1} + u_{k}^{FF}}{1+GC}
\]

\[
= \alpha Q(U_{k} + L_{k}) + CE_{k+1} + \frac{\alpha Q + GC}{1+GC}R + \frac{1}{1+GC}(U_{k}^{ILC} - (\alpha Q + C)GD) \quad \text{Eq. (9)}
\]

If the disturbance is bounded, that is, \(\|d_{k}\| \leq \beta, \quad k = 0,1,2,\cdots\), for a constant \(\beta\), the sufficient convergence condition of the input Eq. (9) is

\[
\alpha \left\| \frac{\alpha Q}{1+GC} \right\|_{\infty} < 1 \quad \text{Eq. (10)}
\]

and when \(u_{k}\) converges, then the iterative learning control \(u_{k}^{ILC}\) also converges. Figure 5 shows the dependence of the convergence Eq. (10) upon the parameter \(\alpha\) where Q filter is first order low pass IIR filter and \(L = 1\). In the LLRF system, the ILC is implemented with fixed point data format and the integer data format parameter \(\alpha\) as shown in Figure 5 is divided by 1024 resulting in the floating point \(\alpha\). Note that the condition Eq. (10) is satisfied for all \(\alpha\) or \(Q\), if L-filter is designed as \(L = G^{-1}\). The asymptotic error converges when the control converges.

\[
l_{k} = \frac{1-aQ}{1+GC-aQ(1-LG)}R + \frac{G}{1+GC-aQ(1-LG)}((\alpha Q - 1)D - U_{k}^{FF}) \quad \text{Eq. (11)}
\]

Ideally, the plant parameters are exactly known and the L-filter is designed as \(L = G^{-1}\). Then, Eq. (11) is reduced to

\[
l_{k} = \frac{1-aQ}{1+GC}R + \frac{G}{1+GC}((\alpha Q - 1)D - U_{k}^{FF}) \quad \text{Eq. (12)}
\]

Equations (11) and (12) show that unless \(\alpha = 1\) and \(Q\) is an all-pass filter, the reference effect to the asymptotic error remains. Further, when the static feedforward control is adjusted in such a way that the right hand side of Eq. (11)
or Eq. (12) makes zero, the error converges to zero. Currently, the LANSCE accelerator accelerates 4 beam species [9]. Each beam has different features in length, chopping, magnitude, rate, etc. The ILC, shown in Figure 6, updates the future control output based on the current control output and the current error. The error and the control output are stored in a memory for the future control output computation. Different beam produces different error and therefore for each beam, its own error/control output memories are allocated. Those memory reading and writing are enabled by the beam species. The Q filter of the iterative learning controller is applied commonly to all beam.

Figure 5: Control Convergence Condition of Iterative Learning Control. Q filter is a low pass filter and L=1.

Figure 6: Iterative Learning Controller structure implemented on the LLRF FPGA.

BEAM PRODUCTION EXPERIMENTS

For the beam loading test, $\alpha$ is adjusted manually via calculating the error norm in such a way that the error norm is decreasing. Figure 7 shows the ILC performance for the Isotope Production Facility (IPF) beam consisting of 3.8 mA (peak) H+ beam. A discrete time first order low pass IIR filter is implemented for Q-filter, whose pole is 0.305. Note that $\alpha = 0$ is when only PI controller and static beam feedforward controller are applied. The error data is obtained inside the LLRF FPGA. Figure 8 shows the performance of the ILC for 8.0mA H- 1LTarget (LBEG) beam after the ILC converges. The amplitude error and phase error are obtained with ADL5511 [10] and the AD8302 [10], respectively. Figure 9 shows the dependency of the ILC performance upon the Q-filter pole (3db bandwidth) with LBEG beam. The figure shows that as the pole of the discrete time Q-filter becomes more close to 1.0, the peak amplitude error increases. This means that as the Q-filter becomes narrower, the higher frequency error spectrum is filtered and the ILC cannot suppress this error spectrum.

CONCLUSION

The digital LLRF system has been installed at LANSCE 201MHz DTL tanks. The compensation performances of iterative learning control yields more than 100% improvement of the amplitude and phase stability over the feedback plus static feed forward performance for the LANSCE H+ and H- beam loading.
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